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Scatter search for Re

al-Time Scheduling with

Timing, Precedence and Exclusion Constraints
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ABSTRACT- Tasks scheduling is one of the most important
challenges in embedded hard real time systems. The problem is
known to be NP-Hard and exhaustive search algorithms have no
significant benefit in large-scale context. This paper proposes a
scatter search based approach for mono-processor systems with
timing, precedence and exclusion constraints with no pre-
emption. An empirical study is undertaken and comparison is
done with results of previousworks.

Keywords: real-time, pre-run-time scheduling, meta-heuristic,
Scatter search.

l. INTRODUCTION

The technology of embedding hardware and software

components is becoming ubiquitous. The presencehisf
technology varies from simple domestic devices dmglex
and critical applications. Usually the latter sysseare under
stringent timing constraints (known also as reaktisystems).
Failure to satisfy specified timing constraints ciad to
disastrous damage. The real-time task system havett
timing constraints in order to maintain the proc@&ssan
acceptable state. The problem here is to find &dkdh of
tasks on one or more processors architecture suah all
timing constraints will be met. Such a scheduleasned a
feasible schedule.

To produce a feasible schedule, one can use béiactls
methods like Best-First-Search and Depth-First-Sgaior
Branch-Bound-First methods [9] [7] [1]. It is wédhown that
all these methods have an exponential time contglexi
because the general scheduling problem is NP-H4id [
Consequently, results can not be computed in @nadide time
and search space. One can also use meta-heuiilstic |
Cooperative Ants [6]. The use of such meta-hearigtas
shown very helpful to handle the problem of tima& aearch
space and reduce those costs to reasonable values.

This paper addresses the problem of scheduling taitk
timing, precedence and exclusion constraints onglesin
processor architecture with no pre-emption. Theedualing
under study is considered as a Combinatorial Opétiun
Problem (COP) wherein feasible solutions are féasib
schedules. Solutions are modeled as permutatiotasks (real
permutation of segments) and the search spaceripased of
these permutations. During the search process,stadter
search uses only solutions that meet exclusionpaacedence
constraints to find the feasible solution in whiah timing
constraints are fulfilled.

the work presented in this paper aims at enhancin
researches in pre-run-time scheduling methodsderao deal
with  more imposed constraints on complex real-tim

Research Laborgio
Artificial Intelligence (LRIA), USTHB

hdriasg@b.dz

Yacine Laalaoui

National School of
computescience
Algiers, Algeria
yacine.laalaoui@gmaihc

Drias

géria

embedded systems like context switching minimizatidter
minimization [3], combining off-line and priority dsed
scheduling methods [2] [8].

II.  REAL-TIME SCHEDULING

A. THE TASK MODEL

The task model we use is the same presented inA[6].
periodic taskti is characterized by the tuple <ri, Ci,Di,Pi>,
where ri is the first release time, Ci is the warstnputation
time, Pi is the period of activation, and Di whiishcalled the
deadline is the amount of time given to the taskamplete its
execution.

B. MODELLING A REAL TIME APPLICATION

As mentioned in [6] we consider only periodic tagk®ur
study for the task model. Our approach includesstilee steps
presented in [6]. Also, the synchronization coristsa
(Exclusion and precedence constraints) are the sdrtigose
presented in [6].

a) Optimization criteria

The objective of our algorithm is to find a feasilsiolution
in which each segment must have a positive lateridss
define lateness of the segment Si as Lateness(SI[SH-
End(Si).

The solution quality depends on the number of sedgne
that have negative lateness. If X is a solutionwinich k
segments do not respect their deadline and F(X}ytiadity of
X then F(X) = k. The goal is to minimize F(X) knowj that a
solution is feasible when F(X) = 0.

Ill.  THE SCHEDULING ALGORITHM

A. OVERVIEW

The proposed scheduling algorithm is an adaptatibn
Scatter Search defined in [5] to the problem ofsleting hard
real-time tasks with no pre-emption for mono-prsces
environment. Let S1, S2, ..., Sn denote the sell skgments
that compose our real-time task system. Our algorgearches
the feasible solution between the couple of pertimrta(Si,
Start execution time of Si). The start executianetiof any
segment is calculated automatically from the positof the
segment as the maximal value between the End eardirhe
of the segment that it precedes in the solution itndelease
time i.e. StartTime(Si) = Max(EndTime(Si-1), rijugsolutions
Hre simplified as the permutations of segment. Aagment
must appear only once in a solution.

e



B. SCATTER SEARCH ALGORITHM

The general framework of scatter search algorittam i
defined as follows:

Algorithm

Begin

| initialization phase

1. Use the diversification generator to generate thigali

population.

2. Deduct the reference sefset from the initial population.
I1. Evolution phase

While ((number of evaluated solutions MaxSol) and
(Number of iterations #axliter)) do

1. Generate subset from the reference set using the
subset generating method.
2. Apply the combination method and put the result
solutions in the pool of the combined solutions.
3.
combined solution and put the result solutionshim t
pool of the improved solutions.
4. Update refset using the improved solutions of this
iteration.
EndwWhile
End.

1) GENERATING THE INITIAL POPULATION
In the initial phase of the algorithm we need tmstauct
the set of trial solutions that we call initial pdation. From
these trial solutions we deduce the referenc®ef&et that will
be used by the algorithm in the evolution phasee iHitial
population is constructed as follows:

1. Generate a random trial solution calldmbgin that meets

all exclusion and precedence constraints.
2. Apply the diversification generator on sbegin tomegmate

all trial solutions of the initial population.

2) DESIGN OF SCATTER SEARCH COMPONENTS

FOR THE SCHEDULING PROBLEM

a) Diversfication generator

The diversification generator uses one seed solutio
produce k diverse solutions. All solutions geneatatgth this
generator must meet exclusion and precedence awonstso
that the generator can check the eligibility of aggment
before its insertion in any position of the solatiwhich it tries
to construct. When the diversification generat@stito build
any trial solution, it may use the two lists nam@adndidate
List and Admissible List in order to check the ility of
segments. These two lists are defined as follows:

Random diversification generator:
This generator generates randomly diverse trailitieols
but these solutions must meet the synchronizatimsteaints.

Diversification generator maximizing distances:

This generator is inspired from the one descrilbefb] for
the permutation problems. Assume that a given $oaition C
used as a seed is represented by indexing its sggsech that
they can appear in consecutive order, to yield Gk S2, ...,
Sn). Define the subsequence C(h:k), where k is sitipe
integer between 1 and h, to be given by C(h:k) k §&k+h,
Sk+2h, ..., Sk+rh), where r is the largest non tieganteger
such that k+rh n. Then define the permutation C(h), for h
n, to be C(h) = (C(h:h), C(h:h-1), ..., C(h:1)).

Diversification generator using mutation:
This generator makes a mutation between two pasitio
and j, drawn randomly in the seed solution but thsult

Apply the improvement method to the pool of thesolution must meet the synchronization constraints.

b) Improvement method

The improvement method of scatter search enables lo
search to improve the quality of the seed solutiéor this
purpose this method tries to reduce the numberegients
which do not meet their deadline by shifting themihe left of
the solution. While the improvement method makegisd, it
may not falsify the synchronization constraintdhe solutions
and also the segments which meet their deadline.

The improvement method uses two mechanisms ofrehift
defined as follows:

1. The push(sk,si) mechanism tries to insert the sagrsie
between sk and sk-1
Example: let c=s1, s2, s3, s4, s5, s6, s7, S8, if Pust(}¥3,
succeeds then
c=sl, s2, s7, s3, s4, s5, s6, s8.
2. The interchange(sk,si) mechanism tries to exchange

positions between si and sk.
Example: let c=sl, s2, s3, s4, sb, s6, s7, s8, if
Interchange(S3,S7) succeeds then
c=sl, s2, s7, s4, s5, sE83
The algorithm of the improvement method is thedfelhg:

Algorithm

Begin

Assume that C is the seed solution to improve.

3. C*<C;

4. sort all segments which violate their deadtine
ViolSet={Svioll,Sviol2,....,Sviolk} ;

Candidate List: 5. for each segment Si of ViolSet do
This list is used to insure the satisfaction ofcpdence Assume that SprecSi is the last segment of c that h
constraints. Initially, it contains the set of segns with no precedence relation with Si
predecessors. At the end of execution of each seigfie SkK- Successeur (SprecSi);
belonging to the Candidate List, this last segméntis While (Sk != Si and (Not Push(Sk,S#nd Not
removed and all their successors are added ttighis Interchange(Sk,Si)))
Admissible List: . Sk Successeur (Sk) ;
This list is a subset of the candidate list. It tegms only EndWhile
admissible segments with respect to all exclusiord a End For each
precedence constraints. We propose three differefend

diversification generators:



¢) Reference Set Update Method

RefSet is composed of two subsets, the first one, namelgolution

situation, the combination method does not compang
because this combined solution violates

RefSet1 consists ofbl high quality solutions and the second Synchronization constraints of the real time agian. In

calledRefSet2 consists ob2 diverse solutions.

The first subset is referred to as the “high quakubset
and the second is referred to as the “diverse gubfhe

order to check the synchronization constraintsuse the two
lists of candidate and admissible segments defibede.

The skeleton of the algorithm for the three vadaist the

solutions inRefSetl are ordered according to their objective following:

function value (optimization criteria) and the setupdated
with the goal of increasing the quality, decreasiR(X)
because we have defined the problem as a minimizati
problem. That is, a new solution X replaces a ezfee
solution Xbl if F(X)<F(Xbl). The solutions iRefSet2 are
ordered according to their diversity value and tipelate has
the goal of increasing diversity. Therefore, a resution X
replaces reference solution Xb if dmin(X)> dmin(X%e note
that dmin(X) is the distance between X and Ref%etd not
RefSet2.

The distance between two solutions is the number of

positions that we must change for the first solutio obtain
the second one. Assume that Ci et Cj are two isoitand
D(Ci,Cj) is the distance between these solutionathB
solutions have the same segments S1,S2...Sk...,Sim b

i
different orders. We noteSk the position of Sk in Ci,
S-S
position of Sk in Ci from these in Cj then:

D(C',.C")= YS -9

k=Ln

And

D(X,Re fSet) = D(X,Re fSet1)
Min D(X,C")

C'ORe fset 1

is the number of positions that separate the

Algorithm
egin
Assume that x1,x2,...,xk are seed solutions and xhes
combined solution which we want to generate. Allisons are
composed of n segments;

Initialisation : - initialise the candidate and admissible lists;

Size(xc)=0 because no segments are yet in xc;

While ( Size(xc¥n and not Stop )

1. Each solution xi(s1,s2,..,sn) votes for its firsgment not
yet in xc only if this segment belongs to the adiibig list
of the actual position of xc.

If there is no solution xi voted for then stop=trtlee
centre of gravity does not meet synchronization
constraints;

Else

- Select the segment to be inserted in xc by apglgine

of the combination variants criteria;

- Put this segment at the end of xc;

- Update candidate and admissible lists for the frew
position of xc that we need to fill in the nextyste

End While

if (not Stop) then xc is the centre of gravity dlsre is no

combined solution for the seed solutions x1,x2,...,xk

End.

The selection of the next segment to be insertexciis
done according to one of the following variants:

Combination according to the segments positions

The segment priority depends on the position of thi
segment in the reference solution which votestfofherefore
in this variant after the voting procedure, we c®dahe
segment with the lowest position.

The Reference set updating method uses a statiombination according to solutions qualities

mechanism to updaiefSet so that the reference set is updated

when all improved solutions of the iteration aregmted. This
method is simple to implement because there imtevdction

between the order of generated subsets and thetegpda

reference set.

d) Subsets generation method

We limit our subsets generation method to yieldyonl

subsets of all pair-wise combinations of the sohgiinRefSet.

e) Combination method

Three variants for the combination method have been j

developed. All variants are based on voting prooediihe

Each solution cooperates in the combined solutiadh &
percentage depending on its quality as follows:

Assume that x1,...,xk are the reference solutionkviill
be combined and xc is the combined solution to ttocis
Assume also that x1,...,xk have respectively f1,...dk
objective functions such that each solution xi wdloperate in

\Y

k

Xc with n segments where vi=n-fi.

2V

1

proposed combination method operates on severadl see

solutions but really it operates only on two seetut®ons
regarding to our subsets generation method. Theretbe
combination method produces at most one resulttisolu
which is the centre of gravity for the seed sohsio In some



shown in Table Il then the search time (secondmpjuand the

number of generated solution are evaluated.

At the beginning each solution Xi h . as
E f | TABLE II. COMPARISON OF THE ALTERNATIVES OF THE
DIVERSIFICATION GENERATOR
)=1 Alternative \| Population | Population | Population
score. barameters | 528 = 10. | Size = 20. | Size = 40,
This score is decremented by one when a segmesd gt RefSetl RefSetl RefSetl size
Xi is assigned to xc. size = 3. size = 3. =5,
Combination according to the segments deadlines Ei;is_eéz Si;fes_etZZ EQ%fSetZ Siz€
From the several segments voted, the segmentstth — = — = —=
lowest deadline will be affected to xc. (I;%_andc.)fr.n i é1'9391 S 24.50s 01:24.29 s
iversification 3771 14218
IV. EXPERIMENTAL RESULTS generator_ - - .
' Diversification | Stagnation| Stagnation Stagnation
In order to test the performance of our approaghhave | generator
implemented the algorithm we have developed. Wee hgvmaximizing
integrated our implementation in the Framework fifietab | gistances
(wyvyv.HeunsUcIab.com) as Plug-lns. Heunschabg_sv.ery Diversification | Stagnation| Stagnation  Stagnation
efficient framework for developing and testing amtiation generator
methods, parameters and applying all these ingredien a using mutation

multitude of problems. We have used C# as programgmi
language with the framework .net 1.1, Windows XPtlze

operating system on laptop machine with AMD Athlon

processor 1.8GHZ and 512Mb of RAM.

The algorithm is tested with several instances gaad for
different problem sizes. These problem instancesirspired
from a real instance called Mine-Pump reduced ttasks
instead of 6 tasks of the original system.

- Reduced Mine-Pump and our instance: The Mine-Pump

system describes a system of pumping water in minthree variants are approximately equal.

environment. It is composed of a set of four pedddsks in
the instance. The timing parameters of each taslslaown in
Table I. Pi is changed for each test (random valog)btain
different problem sizes. The problem size is thenlber of
segments in the system after the transformatidhegeriodic
case of this instance.

TABLE 1. EMPIRICAL INSTANCES TIMING PARAMETERS
Tasks\parametery ri| Ci Di Pi
Tl 0 10 | 20 Randornz20
12 0 15 | 50 Randornz50
13 0 1 1000 | Randonz1000
4 0 25 | 500 | Randonz500

A. Diversification generators comparison

We have tested the three alternatives proposedthior
diversification generator on our 4 task instandé& have
fixed the following parameters for the algorithm:

Stop criterion: Max Number of steps (iterationd); Max
Number of evaluations: 50 000.

We conclude that according to these results, ohly t
random diversification generator avoids stagnatite two
other generators found in the literature stagnaterb reaching
the result. This is affected by our problem modgliecause
we manipulate during the search of the feasiblatiem only
the solutions that meet synchronization constraints

We have made the same tests to compare the comhbinat
methods and we have concluded that the performaofctse
We haveloded
also that the algorithm settings such as populaioa and high
quality reference set size affect the performandethe
algorithm.

B. Comparison with other algorithms

After the integration of the problem under study @he
scatter search algorithm in the Heuristiclab eminent, we
have taken advantage of the presence of otherithlgrrin this
environment to solve the real time scheduling pohlwithout
any effort of modeling or programming. It concespgcifically
genetic algorithms and Random search.

Here we present the test of comparison betweere tives
approaches with ours. We reintroduce the samengsttior
scatter search defined in the precedent test (TébleThe
parameters for the Genetic algorithms are tunedolmws:
population size=40, mutation rate=0.05. The replard
strategy named ‘Elitism’ is proper to Heuristiciabwell as the
selection operator named “roulette”. The crossaweerator
represents our combination method according toséfigments
positions and the mutation operator is our impromem
operator. For the random search, the only paranmbstrwe
need to set is the maximal rounds. It was setGo0L

We change the population size and the size of RefSe

(high quality solutions) and RefSet2 (diverse sohd) as



TABLE Il SCATTER SEARCH SETTINGS

Population Size 40

RefSetl size 5

RefSet2 size 3

Diversification generator Random diversificatipn
generator

Combination method Combination according |to

the segments positions

Max number of steps 50

Max number of evaluations 50 000

Considering that the solution quality is the segimen

number that do not meet their deadlines, the reduftearch
time and solution quality returned by each algonire shown
in Table V (ST for search time, SQ for solution lifyx

TABLE IV. COMPARISON WITH OTHER ALGORITHMS
Problem | Scatter Genetic Random
size \| search algorithms search
Algorithm ["'sT T'sQ[ ST sq st SQ
10 355 0 15.21 0 0042 O
35 94 0 331.95 0 07.55 17
40 149 | O 451.55 0 12.3§ 20
85 1851 O 5705.20 O 94,24 49
95 2837 0O 644299 0 177.42 546

According to this set of tests, we conclude thatdndom
search has the best search time but with the vemisition
quality when the problem size increases. Therefthis
algorithm, which is a local optimum search, is moportant
for the real time scheduling problem. According ttis
conclusion the random search algorithm will notcbenpared
with genetic algorithms and scatter search.

‘ —e— Scatter search —=— Genetics algorithms ‘
7000
6000 ///'
g 5000
% 4000
= 3000
I
& 2000 _—
B R —
0 - ; - . .
10 35 40 85 95
Problem size

Figure 1. Comparison between scatter search and genetiathlgsr

Both genetic algorithms and scatter search retrithe
feasible solution and scatter search outperformeetie
algorithms for search time. Therefore, the diffeeetween
the search time of both methods increases whepristgdem
size increases, this is clarified by Figure 1.

V. CONCLUSION

We have presented in this paper a pre-run-timedsding
algorithm for real time tasks with timing, precedenand
exclusion constraints. It is based on the scagarch meta-
heuristic. We have implemented and tested the itthgoron
different instance sizes. With the support of Heauristic-Lab
environment, a GA algorithm and a random searcle teen
developed. Then we have compared the three agpsathe
scatter search, the genetic algorithm and the randearch
between them. In terms of solution quality (findifeasible
solution) both scatter search and genetic algoritbtmeve the
feasible solution while scatter search response iénfiaster.

In the future, we intend to consider several otmrects of
scheduling and we plan to handle especially theepmption
issue. Another perspective is to extend scatterckefar real
time system on multi-processor architecture.
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